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Abstract— In the applications of Internet of Things (IoT), the computing and power resources of the end devices limit the deployment 

in real life especially for the real time services. Although the cloud server provides huge computing and storage resources, the 

transmission latency and its uncertainty due to the network congestion cause the difficulty in the provision of services. The edge server is 

then a possible way toward this problem. However, the time delay tolerance if some computing bound tasks may still not be satisfied due 

to the computing power of the offloaded server. Then it needs more than one server to execute its subtasks in parallel if the tasks can be 

partitioned into several independent subtasks. This paper studies the subtasks parallel offloading for local user equipment (UE), 

neighbor device to device (D2D) UE, and mobile edge computing (MEC) server by using the concept of 0/1 knapsack model. The main 

objective of the proposed subtask offloading for parallel processing (SuOPP) scheme is proposed to increase the acceptance ratio of task 

offload requests under the sustained delay. As the costs of different processing units may be different according to their processing speed, 

the proposed scheme also takes the cost into consideration. The simulation results illustrate that the proposed SuOPP scheme achieves 

higher acceptance ratio and lower cost when comparing to the other scheme. Although the average waiting time of the proposed scheme 

is a little higher than the compared scheme, it still satisfies the desired delay constraint. 
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I. INTRODUCTION 

The applications of internet of things (IoT) increase 

dramatically, recently. These applications provide more 

convenient and safer environment for human life. Several 

new IoT services, such as real time navigation, driving safety, 

entertainment streaming, object matching and finding, 

industry automation, etc., need time-constraint processing 

and response. However, the IoT device has the limitation of 

computing power and energy resource and, therefore, affects 

the service deployment especially for the need of real time 

processing and response. Then to offload the task to other 

processing unit is one of the appropriate approaches to deal 

with this problem. 

The cloud computing concept provides huge computing 

power and storage for the needs from the user equipment 

(UE). And the straightforward idea of the task offloading is to 

transfer the task to be executed by the cloud server and 

deliver the processing result to the IoT UE [1, 2]. Although 

the cloud server can provide larger, flexible and reliable 

computing and storage resources, there are two issues need to 

be concerned. One is the resource allocation of the server as 

many end UEs may request for offloading; and the other is 

the transmission delay as the cloud server may be far from the 

UE. Therefore, to offload task to the edge server, e.g. beside 

the base station, is one of the feasible approaches. In wireless 

networks, such as local WiFi, public fourth generation (4G) 

and fifth generation (5G) communication system, the mobile 

edge computing (MEC) servers are suitable to be located 

beside the base stations. And the UE can offload its task to 

the edge server beside the base station that the UE is 

connected to. 

  The edge server provides the computing resource for the 

required tasks with shorter and more predicable transmission 

overhead, however, some computing bound tasks may not be 

satisfied due to the long processing time. Then one of the 

applicable approaches is to utilize the concept of parallel 

processing. Thus, if the task can be divided into several 

independent subtasks, we can offload multiple subtasks to 

more than one edge server for processing simultaneously. 

The independent subtasks mean that those subtasks have no 

logical correlation and need not to be executed in sequence. 

For example, the matchings or recognitions of multiple 

objects within an image. It is noted that, as the number of 

edge servers may not be the same as the number of subtasks 

and the processing powers of edge servers may be different, 

there is no restriction for the assignment between subtasks 

and edge servers. That is the edge server may be allocated for 

zero, one or more than one subtask. The definite constraint is 

that the completion time of the whole task, i.e. the time of 

finishing all subtasks, shall be under the desired delay time 

requirement. Additionally, the costs (or the payment) of 

using the servers may be different by referring to their 

processing power. The offload shall tradeoff between the 

processing time and the required cost. And the main objective 

of this paper is to design the subtask offloading for parallel 

processing (SuOPP) algorithm to meet the desired delay 

constraint of the task while minimize the processing cost. 

The remainder of the paper is organized as follows. 

Section 2 presents the background and related works of this 
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study. Section 3 describes the proposed parallel subtasks 

offloading scheme in detail. In Section 4, we evaluate the 

performance of the proposed scheme through exhaustive 

simulations. Finally, Section 5 concludes our works. 

II. BACKGROUND AND RELATED WORKS 

As mentioned in previous section, the cloud server 

provides huge computing and storage being shared by users 

and resource on demand capability to achieve flexible 

resource allocation services. Comparing to the cloud server, 

the edge server has much less computing power, however, it 

provides less transmission overhead and tends to be more 

suitable to be the target of the offloading for real time tasks. It 

is more practical to adaptively utilize the resource of cloud 

server and edge server in real environment. The hybrid cloud 

computing and edge computing architecture, as shown in Fig. 

1, is more suitable for practical applications [2]. 

 
Fig. 1 The hybrid cloud and edge servers service 

architecture [2] 

Recently, several studies investigated the issue of task 

offloading for better resource utilization and higher 

acceptance ratio of the offload requests. In [3], an overview 

of mobile edge computing was provided. The optimization of 

the computation offloading for an edge computing system 

was formulated and reviewed. And the collaborative 

scheduling scheme was illustrated for better resource 

allocation [4]. In [5], the authors deal with the offloading 

requests from multiple end devices that are located within the 

overlapping area of more than one base station. The time and 

energy costs are correlated considered for the arrangement of 

those offloading requests.  In [6], the Load-Adaptive and 

Joint Resource Allocation (LAJRA) offload decision 

algorithm by considering the integrated arrangement of 

computing and communication resource for the offloading 

requests from IoT devices. And strategy of service migration 

for the offloaded tasks in vehicle moving environment was 

studied and analyzed in [7]. The decision of offloading to 

either the cloud server or edge server was studied in [8]. The 

authors proposed the layered orchestrated scheme to deal 

with this issue. 

The knapsack algorithm is very suitable to deal with the 

optimization of multidimensional objects allocation problem 

[9]. And it has been applied to several applications [10, 11]. It 

is noted that the parallel processing approach was adopted for 

the to the dynamic programming algorithm of Knapsack 

problem [11]. In this paper, we assume that the edge servers, 

and neighbor end devices can be candidates for offloading 

with different processing powers and costs. And the subtask 

allocation problem is modeled to a multidimensional 

knapsack problem. Based on the basic concept of knapsack 

algorithm, the proposed algorithm allocates the subtasks to 

suitable server/device for parallel processing to meet the 

delay requirement of the task. 

III.  THE PROPOSED SUOPP SCHEME 

The main concept of parallel processing of task offloading 

is that the task can be subdivided into subtasks and the 

subtasks can be allocated to more than one processing unit to 

be concurrently executed. The system model of the proposed 

scheme is shown in Fig. 2. The local user equipment (UE) is 

the device that needs to offload its task and the 

device-to-device (D2D) UEs are the accessible neighbors. 

The MEC server, D2D UE, and local UE are the possible 

allocated computing resource of the offloaded task. 

 
Fig. 2 The system model of the subtask offloading 

In the system model, once the task is generated, the local 

UE determines whether to perform the offloading or not 

according to the required delay tolerance. If the task is not 

possible to be executed solely, it will issue the subtask 

offloading to the MEC server, D2D UEs. Fig. 3 illustrates the 

example comparison of the required computing times 

with/without parallel processing.  Generally, the computing 

power of the MEC server is higher than the UE. The example 

shows that this task needs 85ms computing time when 

processed by the MEC server, and the total time is 88ms 

including 3ms for uplink and downlink transmission delay. 

And it requires 95ms processing time if processed by either 

local or D2D UE. However, it needs extra 1ms transmission 

time when offloading to the D2D UE.  
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Fig.3 Execution time comparison 

It is noted that the local UE can keep some subtasks to be 

executed by itself. On the left side of the figure, five subtasks 

are offloaded to the D2D UE, and MEC server, and one 

subtask is executed by itself for parallel processing. The 

required total time shall be determined by the longest time 

among them. In this example, the MEC server needs 44ms, 

which is the longest one, to complete the subtasks assigned to 

it, and, therefore, the required total time to finish the whole 

task is 44ms. 

The purpose of the proposed scheme is to allocate 

subtasks, with different execution times and processing cost, 

to the MEC server, D2D UE, and local UE for parallel 

processing under the delay constraint of the whole task. As 

mentioned above that the all subtasks shall be completely 

before the required delay constraint. We first assume that the 

MEC server, D2D UE, and local UE be the knapsacks with 

different capacities according to their processing power. 

Then the subtasks allocation problem can be modeled as the 

knapsack problem as shown in Fig. 4. 

 
Fig. 4 The knapsack model of the subtask offloading 

 We assume that the task can be subdivided into k 

independent subtasks. The processing powers of local UE, 

D2D UE, and MEC server are denoted as 𝑓𝐿𝑜𝑐𝑎𝑙、𝑓𝐷2𝐷、
𝑓𝑀𝐸𝐶 , respectively. Then we can obtain the processing times 

required for the subtask i being processed by local UE, D2D 

UE, and MEC server as 

 
𝑇𝐿𝑜𝑐𝑎𝑙𝑖

=  
𝜑𝐿𝑖

𝑓𝐿𝑜𝑐𝑎𝑙

 
 

 
𝑇𝐷2𝐷𝑖

=  
𝜑𝐷𝑖

𝑓𝐷2𝐷

 
 

 
𝑇𝑀𝐸𝐶𝑖

=  
𝜑𝑀𝑖

𝑓𝑀𝐸𝐶

 
 

 

where 𝜑𝐿𝑖
, 𝜑𝐷𝑖

, and 𝜑𝑀𝑖
 denote the required computing 

loads of subtask i being processed by local UE, D2D UE, and 

MEC server, respectively. And there may be more than one 

subtask to be offloaded one processing unit, therefore, the 

total processing time shall be the summation of the execution 

time of the subtasks in it as  

 

𝑇𝐿𝑜𝑐𝑎𝑙  = ∑ 𝑇𝐿𝑜𝑐𝑎𝑙𝑖

𝑁𝐿𝑜𝑐𝑎𝑙

𝑖=1

 

 

 

𝑇𝐷2𝐷  = ∑ 𝑇𝐷2𝐷𝑖

𝑁𝐷2𝐷

𝑖=1

 

 

 

𝑇𝑀𝐸𝐶  = ∑ 𝑇𝑀𝐸𝐶𝑖

𝑁𝑀𝐸𝐶

𝑖=1

 

 

In addition to the processing time, there will be 

transmission delay if the subtask is offloaded to the D2D UE 

or MEC server. The transmission delay can be derived as 

follows. 

𝑇𝐷2𝐷
𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 =

∑ 𝑑𝑖
𝑁𝐷2𝐷
𝑖=1

𝑅𝐿𝑜𝑐𝑎𝑙↔𝐷2𝐷

 

𝑇𝑀𝐸𝐶
𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 =

∑ 𝑑𝑖
𝑁𝑀𝐸𝐶
𝑖=1

𝑅𝐿𝑜𝑐𝑎𝑙↔𝑀𝐸𝐶

 

The delay times, including the processing time and 

transmission time, of the subtask to be offloaded to either the 

local UE, D2D UE, or MEC server are treated as the weights 

to be put into the three kinds of knapsacks, respectively. And 

as mentioned, the required cost to be executed by different 

processing units are different. Then the cost to be processed 

by the local UE, D2D UE, and MEC server, according to 

different processing time, are given as follows 

𝑃𝐿𝑜𝑐𝑎𝑙 = 𝑇𝐿𝑜𝑐𝑎𝑙 ∗ 𝛼 

𝑃𝐷2𝐷 = 𝑇𝐷2𝐷 ∗ 𝛽 

𝑃𝑀𝐸𝐶 = 𝑇𝑀𝐸𝐶 ∗ 𝛾 

The inverse of the above costs can be denoted as the values 

of the subtask to be allocated for the associated knapsack. 

Now the subtask (i.e. object) offloading problem is modeled 

to be the knapsack problem, however, the weights and values 

of the objects are not always the same, their weight and value 

depends on which knapsack (processing unit) to be offloaded. 

Then, according to above modeling, the procedure of the 

proposed SuOPP scheme is provided in Fig. 5. 

 



      ISSN (Online) 2394-6849 

International Journal of Engineering Research in Electronics and Communication Engineering 

(IJERECE) 

 Volume 10 Issue 12 December 2023 

9 

 
Fig. 5 The procedure of the proposed SuOPP scheme 

IV. EXPERIMENTAL SIMULATIONS AND 

DISCUSSIONS 

The performance of the proposed SuOPP scheme was 

conducted through the exhaustive simulations. The 

simulation environment consists of one MEC sever, which is 

located beside the base station, one local UE, and several 

D2D UEs. The parameters during the simulation is provided 

in the following Table 1. It is noted that the “U” listed in the 

table indicates the uniform distribution. 

Table 1. Simulation parameters 

 
The proposed SuOPP scheme considers the integrated 

delay time and cost for subtask allocation, and we compare its 

performance to the allocation that considers the delay time 

only scheme. It is noted that the task is accepted only all of its 

subdivided subtasks are successfully offloaded. Table 2 

provided the results of the acceptance ratios for proposed 

scheme and compared scheme with lambda being 15 but 

different delay constraints and numbers of D2D UE. 

Table 2. The acceptance ratio comparisons 

 

The results illustrate that the acceptance ratio increases 

when the increase of either the number of D2D UE or the 

delay constraint as expected. The proposed SuOPP scheme 

demonstrates higher acceptance ratio than the compared 

delay time only scheme. The main reason is that the delay 

time consideration only scheme tends to firstly chose the 

MEC server for offloading because it has higher computing 

power and can complete the offloaded subtask in shorter 

execution time. For example, in a subtask needs 150M cycles 

to complete it, the execution time is only 18ms if processed 

by the MEC server, however, it requires 47~56ms for the 

D2D UE and local UE. Then the issued subtask will only seek 

for the offload to D2D and local UE when it can not be 

completed by the MEC server in time. However, most of 

them are also possible to be offloaded to the UE because of 

the lower computing power in UE. And the proposed SuOPP 

scheme takes the cost (price) into consideration. The MEC 

server has much higher than the D2D and local UE. The 

proposed scheme can effectively tradeoff and balance the 

traffic load between MEC server and UEs and, therefore, can 

achieve higher acceptance ratio. 

As the cost is taken into consideration, the proposed 

SuOPP scheme can not only achieve the higher acceptance 

ratio but also less cost. Fig. 6 shows the cost of the proposed 

scheme for different numbers of D2D UE and the desired 

delay constraints. It is noted that the costs are shown in 

normalized representation. Thus, the cost is normalized as the 

ratio when comparing to the that of the delay cost 

consideration only scheme. 
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Fig. 6 The normalized costs of the proposed SuOPP 

scheme 

The percentages of the accepted subtasks by MEC server, 

D2D UE, and local UE for different values of lambda are 

given in Table 3(a), (b), and (c), respectively.  

Table 3. The percentages of the accepted subtasks 

(a) Lambda=15 

 

(b) Lambda=20 

 

(c) Lambda=25 
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The results show that the accepted percentage of the MEC 

server decrease as the number of D2D UE increase. And it 

also clearly shows that the delay time consideration only 

scheme has higher percentage to accept the subtasks for the 

MEC server and lower percentage for UE when comparing to 

the proposed integrated delay time and cost consideration 

scheme especially when the value of lambda is 25 as 

discussed in previous results. 

Fig.7 (a) and (b) compare the average waiting times of 

short delay tolerance (100~150ms) and long delay tolerance 

(250~300ms), respectively, by given the lambda being 15. 

The results show that proposed scheme has higher average 

waiting time. The main reason is that the proposed scheme 

tends to balance the server load to achieve higher acceptance 

ratio, however, the waiting time still satisfies the desired 

delay constraint. The result also indicates the difference 

between these two schemes is very close when the required 

delay constraint is long. The reason is that the delay time 

consideration only scheme has higher possibility to accept 

the subtask especially for the D2D and local UE, due to the 

longer constraint as illustrated in Table2. 

 
(a) The average waiting time comparison for short delay 

constraint 

 
(b) The average waiting time comparison for long delay 

constraint 

Fig. 7 The comparison of average waiting time for 

lambda=15 

V. CONCLUSIONS 

In this paper, we propose the SuOPP scheme for the 

offloading of computing bound tasks. The task is subdivided 

into multiple independent subtasks for offloading and parallel 

processing by. The proposed scheme properly models the 

multiple assignment issue into the knapsack problem. Then 

the proposed scheme extends the knapsack algorithm to 

determine the targets of the offloading subtasks. In practical 

environment, the processing cost of the above three 

processing units are generally different. So, both the delay 

constraint and the cost are considered in the proposed 

scheme. The performance of the proposed scheme is 

compared to the other scheme, which does not consider the 

cost issue, through extensive simulations. The results show 

that the proposed scheme achieves higher acceptance ratio 

under the desired task delay constraint. It is noted that the 

transmission delay of wireless communication is not 

deterministic and predicable. In this paper, this issue is not 

well considered and this is one of our research directions 

toward the real applications. 
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